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I. INTRODUCTION

In 1742, the Lord Chancellor of England noted that:

[Directors] are most properly agents to those who employ them in this trust, and who empower them to direct and superintend the affairs of the corporation. In this respect they may be guilty of acts of commission or omission, of malfeasance or nonfeasance. Now where acts are executed within their authority, . . . though attended with bad consequences, it will be very difficult to determine that these are breaches of trust. For it is by no means just in a judge, after bad consequences have arisen from such executions of their power, to say that they foresaw at the time what must necessarily happen; and therefore, were guilty of a breach of trust.¹

This recognition that directors should not be held personally liable for honest business decisions that result in negative consequences has continued to be a bedrock of corporate law.² In modern times, this and other policy goals have been secured by the implementation of the business judgment rule.³ Under the business judgment rule, board decisions are not second guessed by courts so long as they are made on an informed basis, in good faith, and in the honest belief that the actions taken are in the best interest of the company.⁴ This approach has served its purpose well up to now, but one recently introduced wrinkle has yet to be addressed.

In 2014, Deep Knowledge Ventures, a Hong Kong based venture capital fund focused on life sciences, became the first company to appoint an artificial intelligence entity to its board of directors.⁵ The computer algorithm, called Vital, has a vote and is treated “as a member of [the] board with observer

---

³ Id. at 33–37.
status.” Importantly, the human members of the board “agreed that [they] would not make positive investment decisions without corroboration by Vital.” This is not only a new frontier for corporate governance, but also creates a unique situation for the application of the traditional business judgment rule, which until now has only had to deal with human directors.

This Essay proceeds in three parts. Part II introduces the business judgment rule and its underlying policy. Part III discusses the current advancements in artificial intelligence, machine learning, algorithms, and robotics (hereinafter collectively “artificial intelligence devices”) that have implications for understanding the role of the business judgment rule in the future. Part IV argues that, though the business judgment rule could be as easily applied to artificial intelligence devices as their human director counterparts, the policy needs underlying the rule are not applicable to such devices and the protections of the rule should not apply to them.

II. THE BUSINESS JUDGMENT RULE

A. Fiduciary Duties and the Board of Directors

Ultimately, the business judgment rule is the result of corporate law’s attempt to deal with an agency problem. Agency problems arise when the interests of a principal depend on actions taken by their agent. One of the ways the law addresses the multitude of problems raised by principal-agent relationships is the imposition of fiduciary duties on agents (called “fiduciaries”). The two primary duties of fiduciaries are the duty of loyalty and the duty of care. The duty of loyalty requires agents to act for the interests of the principal rather than for their own interests. More importantly for the purposes of the analysis in this paper, the duty of care requires agents making

7 Burridge, supra note 6.
10 Id.
decisions in their capacity as fiduciaries to act in the same manner that a reasonably prudent person would under the circumstances. Failure to abide by either of these duties subjects a fiduciary to personal liability for damages to the principal. After all, the principals supply the capital, and the agents, if they are not liable for losing that capital, only stand to benefit from excessive risk-taking. In the corporate setting, shareholders are principals and directors serve as their agents.

B. Policy Underlying the Business Judgment Rule

Generally speaking, directors are elected by shareholders to run the business and increase its value. Indeed, shareholder wealth maximization is the default legal obligation of a board of directors. However, this legal obligation often presents a conundrum for the board. On the one hand, the board is required not only to increase but to maximize the value of the company for the shareholders. On the other hand, the board owes a fiduciary duty of care to shareholders to act in the same manner as a reasonably prudent person under the circumstances or be held personally liable for their decisions. Often, to maximize shareholder value, the board must take certain risks such as selling the company or releasing a new product. When those risks result in large returns, the directors are often lauded but, when the results are negative, the shareholders can attempt to hold the board personally liable for damages. Thus, directors face liability whether they fail to maximize shareholder value by inaction or action that proves unfruitful.

Due to this conundrum, the individuals most qualified to serve as directors, without any sort of protection from personal liability, would likely refuse to take a seat on the board. Additionally, courts would find themselves

12 See Fiduciary Duty, supra note 9.
14 See Langager, supra note 13.
15 See Sharfman, supra note 2, at 31, 56–68.
17 See Lindsay C. Llewellyn, Breaking Down the Business Judgment Rule, 14 COM. & BUS. LITIG. 16 (2013) (“In bringing shareholder derivative suits, shareholders seek to impose liability on corporate directors for failing to carry out their corporate duties in accordance with this standard of care”).
18 See Sharfman, supra note 16, at 301–02.
mired in litigation for damages resulting from either the board’s inaction or action. This would result in requiring judges to essentially assume the role of board members to determine *ex post* what the correct course of action would have been for what should have been a routine business decision. That situation would not only be cumbersome for the courts but would also suffer heavily from hindsight bias. In light of these concerns, a shield for business decisions had to be developed in order to protect directors from personal liability for merely doing their jobs.

C. The Business Judgment Rule in United States Law

One of the most important developments in United States corporate law is the business judgment rule. The business judgment rule is a standard of review that shields directors from personal liability when they take actions that negatively affect corporations, resulting in shareholder lawsuits alleging violations of the duty of care. Without the business judgment rule, courts are obliged to perform a “fairness review” (“entire fairness” in Delaware). A fairness review is a court’s “most onerous” standard of review. Under this standard, the defendant bears the burden of proving that the transaction satisfied the requirements of “fair dealing and fair price.” The clearest articulation of the business judgment rule is found in *Aronson v. Lewis*, a Delaware Supreme Court case, which states that:

>*[i]t is a presumption that in making a business decision the directors of a corporation acted on an informed basis, in good faith, and in the honest belief that the action taken was in the best interest of the company. Absent an abuse of discretion, that judgment will be respected by the courts. The burden is on the party challenging the decision to establish facts rebutting the presumption.*

The court went on to make “informed basis” a requirement by stating:

>to invoke the rule's protection directors have a duty to inform themselves, prior to making a business decision, of all material information reasonably available to them. Having become so

---

20 See Sharfman, supra note 2, at 28–29.
21 See id.
22 Id. at 40.
23 Id.
informed, they must then act with requisite care in the discharge of their duties. While the Delaware cases use a variety of terms to describe the applicable standard of care, our analysis satisfies us that under the business judgment rule director liability is predicated upon concepts of gross negligence.25

This requirement opened the door for the most widely recognized business judgment rule case, and arguably the most significant case to come out of the Delaware Supreme Court, Smith v. Van Gorkom.26

In Van Gorkom, the board of directors of TransUnion Co. approved the sale of the company after a single two-hour meeting.27 The transaction resulted in lost value and, while many believed that the court would still apply the business judgment rule, the court surprised many observers by holding that all of the directors were personally liable for the resulting monetary damages.28 Reaffirming gross negligence as the standard by which to determine whether a business decision was “informed” as required by Aronson, the court held that the directors “were grossly negligent in approving the ‘sale’ of the Company upon two hours' consideration, without prior notice, and without the exigency of a crisis or emergency.”29 Van Gorkom was such a deviation from the common approach to the business judgment rule that it prompted the Delaware legislature to enact new laws to effectively let businesses opt out of its holding.30 Van Gorkom’s progeny, however, reveals that the Delaware Supreme Court intends to remain an outlier in regards to business judgment rule jurisprudence.31

While the approach may differ slightly from state to state, the idea that courts will not second guess business judgments is repeated throughout state court opinions. Indeed, what makes Delaware an outlier is that other states are more likely to afford greater deference to boards. For example, in 1968 the Illinois Appellate Court found that a shareholder had no cause of action where the board of directors of the Chicago Cubs decided against putting lights in the stadium at Wrigley field to increase attendance and revenue by scheduling

25 Id.
27 Id. at 869.
29 Van Gorkom, 488 A.2d at 874.
30 DEL. CODE ANN. TIT. 8, § 102(b)(7) (2019).
games at night—despite the fact that nearly every other Major League Baseball team had been successfully adopting the approach since 1935.\textsuperscript{32} The court held that:

\begin{quote}
[d]irectors are elected for their business capabilities and judgment and the courts cannot require them to forgo their judgment because of the decisions of directors of other companies. Courts may not decide these questions in the absence of a clear showing of dereliction of duty. . . and a mere failure to ‘follow the crowd’ is not such a dereliction.\textsuperscript{33}
\end{quote}

Similarly, in a case where the board of directors was found to have breached its duty to minority shareholders, the Ohio Supreme Court took the time to reaffirm the idea that “[t]he [business judgment] rule is a rebuttable presumption that directors are better equipped than the courts to make business judgments . . . A party challenging a board of directors’ decision bears the burden of rebutting the presumption that the decision was a proper exercise of the business judgment of the board.”\textsuperscript{34} Some states, like California, have even gone so far as to codify the common law business judgment rule in statutory law.\textsuperscript{35}

D. Summary

The fiduciary duties of directors can conflict with their need to maximize shareholder wealth. To mitigate this conundrum, the business judgment rule creates a rebuttable presumption of good faith in favor of the board, shielding its members from personal liability. This not only encourages directors to take board positions but also to apply the appropriate amount of risk-taking necessary to maximize shareholder wealth. Without the intervention of the business judgment rule, a much more onerous fairness standard would apply. When the business judgment rule does apply, the burden is on plaintiffs to show that directors acted in gross negligence, bad faith, or had a conflict of interest to overcome the presumption.\textsuperscript{36} While Delaware courts are more likely to find gross negligence than other states, the idea underlying that approach still applies—directors must have some

\begin{footnotes}
\textsuperscript{33} Id.
\textsuperscript{34} Gries Sports Enter., Inc. v. Cleveland Browns Football Co., 496 N.E.2d 959, 963 (Ohio 1986).
\textsuperscript{35} CAL. CORP. CODE § 7231 (West 2019).
\textsuperscript{36} See, e.g., Aronson v. Lewis, 473 A.2d 805 (Del. 1984); Smith v. Van Gorkom, 488 A.2d 858 (Del. 1985).
\end{footnotes}
informed basis for their decision in order to receive the protection of the business judgment rule.

III. ARTIFICIAL INTELLIGENCE DEVICES

A. Advancements in Technology

One need only look to the Industrial Revolution or the invention of the internal combustion engine to see what effect new technologies can have on industries, businesses, and markets. Indeed, many have made the claim that the current unprecedented advancements in artificial intelligence devices constitute a sort of “Fourth Industrial Revolution” or “Industry 4.0.”37 As Ryan Calo38 aptly pointed out in 2015, “[i]t is becoming increasingly obvious that advances in robotics will come to characterize the next several decades” and that “[t]he same government and hobbyists that developed the Internet, and the handful of private companies that have come to characterize it, have begun a significant shift toward robotics and artificial intelligence.”39 This looming change has been expedited by the availability of low-cost robotics-adjacent technologies, like Microsoft’s Kinect, and behemoth companies, like Google parent company Alphabet, which are spending hundreds of billions of dollars racing to take a share of the market for these technologies.40

In describing which attributes of these developing technologies will be most relevant to the law, Calo suggests that “[e]mbodiment, emergence, and social valence—one, and especially in combination—turn out to be relevant to an extraordinarily wide variety of legal contexts. . . .”41 He goes on to describe embodiment as relating to the nature of artificial intelligence devices occupying physical space in the world,42 emergence as the ability to learn and act in a way that is unpredictable,43 and social valence as how people perceive

38 Ryan Calo is an associate professor at the University of Washington School of Law and co-chair of the American Bar Association Committee on Robotics and Artificial Intelligence. He is recognized nationally as a leading expert in the cross section of emerging technology in law. See e.g. Ctr. Internet & Society, Ryan Calo, CYBERLAW.STANFORD.EDU, http://cyberlaw.stanford.edu/about/people/ryan-calо (accessed Dec. 21, 2019) [https://perma.cc/3DWY-LL3W].
41 Calo, supra note 39, at 532.
42 See id. at 532–37.
43 See id. at 538–45.
AI devices—noting that the advancements “feel different to us, more like living agents.”

While embodiment may not be as applicable to robots or artificial intelligence devices acting as members on a board as it is to workers in a factory, the emergence and social valence aspects of these technologies will likely play a role in the future application of the business judgment rule to artificial intelligence devices. Emergent behavior, originally implemented in military applications, has already been observed in the financial sector and even caused a minor crash, now known as the “Flash Crash of 2010,” resulting in the disappearance of one trillion dollars in less than thirty minutes. It is easy to see how such a mistake emanating from an artificial intelligence director would be grounds for a shareholder derivative suit. It also shows why social valence is important. After all, in order for the shareholders to bring a suit against directors, they would have to feel that the directors are agents. Thus, emergence and social valence will play a key role in understanding how to apply the business judgment rule to decisions made by artificial intelligence directors.

B. Artificial Intelligence Devices in Industry and Businesses Today

Elon Musk, the founder and CEO of Tesla, Inc., has famously called his mostly automated “Gigafactory” a “machine that builds the machine.” Tesla is one of the many companies invested in the development of fully autonomous self-driving cars—this technology is not only poised to fundamentally change how individuals will travel in personal automobiles, but could also change the operation of ride hailing services and, with the release of autonomous semitrucks, the trucking industry. With the transportation and trucking industry comprising a large sector of the U.S. economy (in terms of employment) it is not hard to see how artificial intelligence will be extremely disruptive to industry as a whole, especially if factory work continues to be automated as well.
In the finance industry, artificial intelligence devices are already being used to effectively manage exchange traded funds (EFTs) and execute high frequency trades (HFTs) on an unprecedented scale.\(^{51}\) Artificial intelligence supercomputers, like IBM’s Watson, best known for its performance on the trivia game show “Jeopardy!,” have even been able to beat the market.\(^{52}\) However, the use of artificial intelligence has not always gone well on Wall Street. In 2010 and again in 2015, artificial intelligence managed EFTs caused “flash crashes” resulting in the loss of trillions of dollars for investors, though blame was pinned on human individuals.\(^{53}\)

As far as the boardroom is concerned, every state in the United States currently limits the availability of board positions to “natural persons,” thus excluding artificial intelligence devices.\(^{54}\) However, several foreign jurisdictions, including the U.K., Cayman Islands, and Hong Kong have less stringent limitations on who or what can serve as a member of the board.\(^{55}\) While Vital in Hong Kong is currently the only artificial intelligence device with a board seat, the World Economic Forum released a 2015 report where nearly half of the 800 IT executives surveyed expected additional artificial intelligence devices to be on corporate boards by 2025.\(^{56}\) Were this to occur, it would be a tipping point ushering in a new era of artificially intelligent board members.

It is not hard to imagine how this could play out. A state like California, which is already well established as the technology capital of the United States, could begin to see artificial intelligence directors succeeding as directors on the boards of foreign companies and loosen its “natural persons”


\(^{54}\) See, e.g., DEL. CODE ANN. tit. 8, § 141(b) (2019); Stephen M. Bainbridge, Corporate Directors in the United Kingdom, 59 WM. & MARY L. REV. ONLINE 65, 67 n. 3 (2017–2018).

\(^{55}\) See id.; The Directors Registration and Licensing Law (Law 10/2014) § 2 (Cayman Is.) (defining “corporate director”); Companies Ordinance, (2014) Cap. 622, 1§ 2(1) (H.K.) (defining a director as including “any person occupying the position of director (by whatever name called”)); Companies Ordinance, (2014) Cap. 622, § 457 (H.K.) (requiring at least one director who is a natural person).

requirement to adapt. Then a state like Delaware, in an attempt to retain its title as winner of the “race to the bottom” for corporate friendly laws, would have to amend its current laws in order to avoid losing out on the registration fees obtained from businesses determined to reap the benefits of artificial intelligence serving as board members (i.e. lower costs and higher efficiency). Delaware has already taken steps toward attracting tech companies by adopting rules addressing blockchain technologies.\(^{57}\) In doing so, Delaware has demonstrated its willingness to adapt its laws to new and innovative technologies in the business sector.

C. How Artificial Intelligence Devices Make Business Judgments

In order to understand how the business judgment rule will apply to artificial intelligence devices, it is necessary to understand how they make business judgments. Unfortunately, doing so runs into one of the biggest problems facing wide scale adoption of artificial intelligence: it is difficult for an artificial intelligence device to explain why it reaches the conclusions that it does. Generally speaking, large amounts of data are fed to the artificial intelligence system.\(^{58}\) This data is sorted both quantitatively and qualitatively using machine learning processes like natural language processing.\(^{59}\) The data is evaluated for matter such as sentiment, semantic roles, and concepts.\(^{60}\) Then, after running through an algorithm, the artificial intelligence machine supplies a judgment. This lack of transparency is commonly referred to as the “black box of AI.”\(^{61}\) To address this issue, companies like IBM are pouring great amounts of resources into creating programs and processes that allow artificial

---


intelligence devices to explain how they reach decisions in ways that humans can understand.\textsuperscript{62}

The lack of an artificial intelligence device’s ability to explain how it comes to conclusions is a major hindrance to humanity’s ability to trust such devices. As it currently stands, business judgments by artificial intelligence devices will likely be called into question quite frequently by human shareholders. This is commonly cited as one of the primary reasons artificial intelligence is not ready to take on the role of a director.\textsuperscript{63} But on closer inspection, this is not much different than how humans make decisions. In a study done by the University of Boston and the University of California Berkeley, researchers attempted to understand the black box of artificial intelligence and to make it understandable for humans.\textsuperscript{64} In explaining why it is difficult to cross this understanding barrier, Kate Saenko, one of the lead researchers on the project, noted “[i]t’s the same reason that we don’t understand how people think,” that is “[y]ou could ask me why I wore this shirt today and I could come up with some rationalization, but who knows how my thinking really works? I don’t know what my brain process was really like.”\textsuperscript{65} Perhaps it is not quite as important to understand exactly how artificial intelligence devices make decisions: as with humans, we can just look to the information that was relied upon and the circumstances under which the decision was made.

D. Summary

The fourth industrial revolution is upon us. Advancements in machine learning, natural language processing, and artificial intelligence have all but ensured that artificial intelligence devices will eventually serve on future


boards of directors. The emergent nature of this technology will surely lead artificial intelligence directors to make decisions that no one can predict, which will be likely to have both positive and negative consequences. The inability of artificial intelligence devices to explain their rationale at all, let alone in a way that humans will understand, plays negatively to the social valence relationship with shareholders. However, this is not unlike the current role that directors play. Even if human directors give satisfactory explanations for why they reach their decisions, there is no way to truly understand their thought processes. In some ways, this is exactly the shortcoming that the business judgment rule is meant to mitigate.

IV. THE FUTURE OF THE BUSINESS JUDGMENT RULE

A. Legal Application of the Business Judgment Rule to Artificial Intelligence

Application of the business judgment rule to artificial intelligence devices serving as directors is relatively straightforward. First, there must be a questioned business decision. For example, take an AI device called AID (for Artificially Intelligent Director) which serves on the board of XYZ Corp. After being fed data provided by accountants, lawyers, and investment bankers, AID decides that XYZ Corp. should merge with another company, ABC Inc. Unfortunately, the new venture does not pan out and the shares lose value. As a result of this, a shareholder brings a derivative suit against AID. The court will first take stock of AID’s other interests, that is: does AID have a financial interest in ABC Inc? If not, then the court will look to see if proper procedure was followed. Here, the information relied upon was obtained solely from sources which a director is permitted to rely upon and will fall squarely within the confines of the business judgment rule.66 The only hurdle left is to determine whether AID exercised the care that a reasonably prudent person would under the circumstances.

In the past, as demonstrated in Van Gorkom, whether reasonable care can be applied is at least in part a matter of how much time was spent deliberating over the information provided.67 Given how AID works, courts may go one of two ways on this point. They could either recognize that

66 See Michele Healy Ubelaker, Director Liability under the Business Judgement Rule: Fact or Fiction, 35 SMU L. REV. 775, 788 (1981) (explaining that the ABA’s model business code provision contains “a right to rely on information, opinions, reports, and statements from board committees, officers and other corporate employees, attorneys, accountants, and other experts whom the director reasonably believes to be reliable.”).
67 See Smith v. Van Gorkom, 488 A.2d 858, 874 (Del. 1985) (finding the directors were grossly negligent in approving the ‘sale’ of the Company upon two hours' consideration, without prior notice, and without the exigency of a crisis or emergency.”).
artificial intelligence devices require less time to analyze vast amounts of data compared to their human counterparts and find reasonable care is exercised, or they could find that the minimal time required for the devices to make the decisions does not evidence reasonable prudence. In either case, a court’s finding will set precedent regarding the amount of time an artificial intelligence director must spend making a decision to be protected by the business judgment rule for every future application. Assuming reasonable prudence is found, the business judgment rule will apply and the court will dismiss the case on summary judgment.

Changing the facts slightly also leads to straightforward results. In another scenario, imagine that AID received the information about the potential merger from accountants, lawyers, investment bankers, and an unreliable reporter for a local tabloid who has access to AID and owns stock in ABC Inc. As long as AID is able to articulate where its information comes from and is unable to filter out the unscrupulous reporter’s information, then courts will clearly apply the entire fairness review standard—just as courts would if a human made the same error of judgment. It may in fact be easier to make this case against AID than a human director who can ostensibly lie about the information relied upon, which is interesting given that shareholders are less likely to trust artificial intelligence devices than their human counterparts.

Just like human directors, artificial intelligence devices utilizing emergent technology will make somewhat unpredictable decisions based on the information provided. As with any failed decision made by humans, judgments made by artificial intelligence devices that have negative consequences will likely come under the scrutiny of courts via suits from dissatisfied shareholders. Thus, courts will likely apply the business judgment rule in much the same way as they currently do. That is, as long as the information the artificially intelligent device relies upon comes from reliable sources, there is no finding of bad faith. Then, if the decision is made with the care of a reasonably prudent person under the circumstances, the business judgment rule will apply and shield the artificial intelligent device from liability for the resulting damages. If one of those elements is not met, then the court will apply an entire fairness standard of review.

B. Policy Considerations

The fact that the black letter law of the business judgment rule could apply to an artificial intelligence device is not the end of the story. Indeed, the

68 See Sharfman, supra note 2, at 39–42.
69 See supra Section III.C.
business judgment rule should not apply to artificial intelligence devices because it is not necessary to accomplish the policy objectives underlying the rule. The primary policy goals behind the business judgment rule revolve around inducing individuals to serve as directors and encouraging the necessary amount of risk-taking.70

Artificially intelligent devices, however, do not need incentives to serve on boards. Not only are they unpaid for their work, the company will likely purchase or create the device directly for the purpose of serving on the board. The device does not have an active decision to make—it is either bought to serve on the board or it is not. Thus, an artificially intelligent device does not need an assurance that it will not be held liable for poor judgments to agree to serve on the board—it will serve on the board at the will of the purchaser. Additionally, the artificially intelligent device, having no assets of its own, will have no reason to fear liability. In the event that an artificially intelligent device makes a poor decision, the company can have someone who understands the algorithm (perhaps even its creator) try to determine why the machine made that decision and adjust the algorithm to prevent such decisions from being made in the future. The artificial intelligence device, incapable of having emotions, cannot fear the repercussions of poor judgments, thus the business judgment rule is unnecessary to encourage the appropriate amount of risk-taking necessary to maximize shareholder wealth.

There is, however, one policy reason that still applies to artificial intelligence devices under these circumstances—judicial efficiency. Regardless of who or what is serving as a member of the board, judges will still not want to be in the position to second-guess business decisions.71 Additionally, the number of suits brought against artificial intelligence devices could clog up court dockets just as easily as traditional suits against human directors. At the same time, if artificial intelligence directors work as they are meant to, the number of decisions that will need to be second-guessed should be far lower than human errors of judgment. Additionally, because the process of determining what information a machine relied upon is clearer-cut than it is with human directors, judges will have an easier time discerning what information is relevant. Ultimately, suits against artificial intelligence directors will likely be far less common than those against human directors for one simple reason: the artificial intelligence director is judgment-proof. If the director has no assets, then there is nothing to be gained from holding them personally liable for their poor judgments. Unless there is some sort of guarantor for the device, such as the developer, then cases will be seldom brought. Even in the event that its developer is liable, the correct approach

70 See supra Section II.B.
71 See id.
may not be a business decision review at all but something more akin to product defect in which case the business judgment rule is irrelevant.\textsuperscript{72}

V. CONCLUSION

The business judgment rule plays a crucial role in the smooth operation of modern businesses. Under the rule, courts will not second guess decisions made by directors if they are made in good faith, with the honest belief that the decisions are for the good of the company and are made with the care of a reasonably prudent person under the circumstances. As technology advances and artificial intelligence devices with unpredictable emergent behavior begin to serve as directors, this rule will warrant a review of its own. While the application of the business judgment rule to artificial intelligence directors is straightforward, the policy underlying the need for the rule is obsolete with regards to artificial intelligence devices. Artificial intelligence devices do not suffer from the same fears as their human director counterparts. They have no assets nor the ability to turn down a position on the board and thus do not need the same assurance that they will not be held personally liable for the decisions that they make. While the social valance surrounding artificial intelligence is currently one of distrust, the fact that they are judgment-proof will still ensure that courts are not bogged down in suits against them. Just as human directors may become obsolete due to the rise of machines in the future, so too will the business judgment rule become obsolete for artificial intelligence devices serving on boards.

\textsuperscript{72} However, it is still unclear how product liability will function in regard to artificial intelligence devices. See Greg Swanson, \textit{Non-Autonomous Artificial Intelligence Programs and Products Liability: How New AI Products Challenge Existing Liability Models and Pose New Financial Burdens}, 42 \textit{Seattle U. L. Rev.} 1201 (2019).